How to practice Ordinal Optimization

1. Pick out 1000 designs uniformly from the search space. This may be easy or hard depending on how complicated are the constraints on the search space. But you find some ways of doing this even approximately

2. Use a crude or very crude model to evaluate the performance of these 1000 designs. The entire object of the model is make performance evaluation quick and easy, i.e., computationally feasible. 

3. Guess the “error” in the model qualitatively and roughly, large, medium or small. If you were doing short simulations, the “error” would be the relative size of confidence interval.

4. Order and plot the performance curve, called OPC based on the evaluated performance of the crude model. There can only be five types of this monotonically increasing curve

5. Decide what constitutes “good enough”, e.g., the top 5% of the designs

6. Ho-Lau 1997 JOTA have tabulated the Alignment Probability, Prob[|S(G|≥k] as a function of the data you picked in #3-#5

7. Now you can evaluate the performance of the designs in S, the selected top x% based on the crude model (now only consisting of x% of the 1000 designs), carefully by a detailed model such as a long detailed simulation. 

8. To gain confidence you can check the prediction given by the Universal Alignment Probability (UAP) in #6 that indeed there are at least k truly good enough designs in S. In over a decade of experimentation by many people, I have yet to know a single instance where the UAP failed.  

9. Play with the interactive demo on OO on my web page www.hrl.harvard.edu/~ho which essentially duplicate steps #1-#9 for a toy but general problem. 

